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Abstract—In the pursuit of research and development of drug
discovery, the computational prediction of the target affinity of
a drug candidate is useful for screening compounds at an early
stage and for verifying the binding potential to an unknown
target. The chemogenomics-based method has attracted increased
attention as it integrates information pertaining to the drug
and target to predict drug—target affinity (DTA). However, the
compound and target spaces are vast, and without sufficient
training data, proper DTA prediction is not possible. If a DTA
prediction is made in this situation, it will potentially lead to
false predictions. In this study, we propose a DTA prediction
method that can advise whether/when there are insufficient
samples in the compound/target spaces based on the concept
of the applicability domain (AD) and the data density of the
training dataset. AD indicates a data region in which a machine
learning model can make reliable predictions. By preclassifying
the samples to be predicted by the constructed AD into those
within (In-AD) and those outside the AD (Out-AD), we can
determine whether a reasonable prediction can be made for
these samples. The results of the evaluation experiments based
on the use of three different public datasets showed that the AD
constructed by the k-nearest neighbor (k-NN) method worked
well, i.e., the prediction accuracy of the samples classified by the
AD as Out-AD was low, while the prediction accuracy of the
samples classified by the AD as In-AD was high.

Index Terms—drug—target affinity prediction, chemogenomics,
applicability domain, data density, k-nearest neighbor

I. INTRODUCTION

In drug discovery research and development, computational
prediction of the target affinity of a drug candidate is useful for
screening compounds at the early stage and for the verification
of the binding potential to an unknown target. In particular,
a prediction method based on machine learning that utilizes
information on both the drug and the target can rapidly and
comprehensively predict the affinity between the drug and the
target [1].

Convolutional neural network (CNN)-based architectures
have been employed in deep-learning studies for the predic-
tion of affinity values of drug—target pairs with the use of
detailed information obtained from the three-dimensional (3D)
structure of protein—ligand complexes [2], [3]. The information
obtained from 3D structures can provide a good representa-
tion of the structural mechanisms of drug—target interactions,
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but these studies depend on the availability of the complex
structural data.

Conversely, chemogenomics [1], which integrates infor-
mation on both drug and target to predict the drug—target
affinity (DTA), does not necessarily require the 3D struc-
ture. Chemogenomics methods are attractive because they
can predict interactions for unvalidated drug—target pairs from
existing drug—target interaction data. Thus, chemogenomics is
useful for drug repositioning/repurposing [4]. Chemogenomics
methods have been traditionally approached as binary clas-
sification problems [1], [5]-[9]. However, with the increase
in the number of available data and the improvement in the
prediction performance of machine learning, the approach of
predicting DTA as a regression problem has recently become
popular [10], [11]. SimBoost [10], proposed in 2017, is a
method used for the prediction of DTA with the use of a
gradient boosting method with features derived from drug-to-
drug and target-to-target similarities. This method has achieved
high-prediction accuracy.

Conversely, the compound space is huge, and machine
learning predictions for drug—target pairs are not always re-
liable. In fact, in the field of quantitative structure—activity
relationship (QSAR), the applicability domain (AD), a region
in the compound space wherein QSAR can make reason-
able predictions, has been actively studied [12]. QSAR is
a prediction and analysis method used for the identification
of relationships between chemical structures and biological
activities, a field that has been developed and advanced to
discover better chemicals [13]. AD is the region wherein a
machine learning model can perform reasonably well. By
quantifying the distance from the model to the sample, it is
possible to estimate the region in which the predictive model
can make reliable predictions. AD allows one to estimate the
uncertainty of prediction for unknown samples to avoid model
misuse.

One of the methods proposed to introduce AD in DTA
prediction problems is SimBoostQuant [10], which is a deriva-
tive of SimBoost. SimBoostQuant determines the AD from
the standard error and confidence interval when performing
cross-validation. This method is called an ensemble learning-
based method. However, AD based on ensemble learning is
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still problematic in that in instances in which the training data
are not informative, i.e., in instances in which the data density
is low, the confidence interval itself becomes less reliable.
Constructing ADs by taking into account the data density is
important for building reliable ADs [14].

In this study, we proposed a DTA prediction method that
considers the AD, which is determined by the data density
of the training data. We adopted the k-nearest neighbor (k-
NN) method, which is an intuitive method using data density
as the method to obtain AD. By constructing the AD, it is
possible to estimate in advance whether the sample to be
predicted will be inside or outside the AD. Our results show
that the reliability of the prediction results differs depending
on whether the sample is inside or outside the AD.

II. MATERIALS AND METHODS

An overview of the dataset partitioning, training, AD con-
struction, and inference performed in this study is shown in
Fig. 1. The evaluation accuracy was estimated based on the
entire test data, samples assigned as In-AD by the AD, and
samples assigned as Out-AD by the AD, respectively.

A. Dataset

To evaluate the accuracy of the proposed method, we used
the three datasets, Davis [15], Metz [16], and kinase inhibitors
bioactivity (KIBA) [17], shown in Table 1, as well as in the
publication on SimBoost [10]. These have labels for target
activity values (real values) such as IC5(. Note that except for
the Davis dataset, not all drug-target pairs have labels for their
activity values (See Table 1).

The Davis dataset contains binding affinities for all pairs
of 68 drugs and 442 targets as measured by K, values
(dissociation constants). The data were converted to pKjy
values by the conversion equation pKy = — log(K,4 - 1079)
according to previous studies [10]. The Metz dataset contains
the logarithmic values of the enzyme inhibition constants
ECsg. The KIBA dataset contains a combination of biological
activities of enzyme inhibitors from different sources, such as

TABLE I: Drug-target affinity (DTA) datasets used in this
study. The values in parentheses indicate the ratio to the
product of the number of drugs and the number of targets.

Dataset #Drug  #Target #sample
Davis [15] 68 442 30,056 (100%)
Metz [16] 1,421 156 93,326 (42.1%)
KIBA [17] | 2,116 229 118,234 (24.4%)

K;, K4, ICs9, which are unified in the form of the KIBA
score [17].

Each dataset was divided into training and test datasets at
the ratio of 4 : 1, and the training dataset was used to train the
prediction model and construct the AD. The split of samples
into training and test datasets was also the same as in the
publication of He et al. [10].

B. Learning prediction models

SimBoost [10] was used to train the predictive model for
the DTA. The implementation used the publicly available
code [18]. The features were also the same as in the pub-
lication of He et al. [10], and 98-dimensional feature vectors
x were generated for each sample (drug-target pair). The
hyperparameters were the values optimized in the publication
of He et al. [10].

C. Construction of AD

To estimate in advance whether the prediction model covers
the samples in the test dataset, this study utilized AD. k-NN
and one-class support vector machine (OCSVM) were used in
this study to obtain AD based on data density. In both methods,
the percentage of Out-AD in the training sample in the dataset
was given in advance as v.

1) k-NN: k-NN is a method used to determine the AD based
on data density using the distance between a test sample and
k training samples in the neighborhood of its test sample. The
distance between the samples was calculated by the Euclidean
distance using w | %, which is scaled feature vector x defined
according to the RobustScaler method in scikit-learn [19]
multiplied by a weight w. w is the feature importance and is
calculated by SimBoost. The feature importance in a decision
tree is calculated from the number of samples that reached the
node divided by the total number of samples. The larger this
value is, the more important the feature is.

2) OCSVM: We also examined AD construction with the
use of OCSVM, which is a support vector machine that selects
a discriminating hyperplane by considering that all the samples
belong to the same class. The optimized hyperplane is defined
as the AD, and samples that deviate from the discriminating
hyperplane are classified to be outside the AD. The features
were processed in the same way as in the k-NN method.
According to the related work by Kaneko and Funatsu [20],
we used a radial basis function as the kernel function, and its
parameter v was chosen to maximize the variance of the Gram
matrix.



D. Performance evaluation

To evaluate the performance of the proposed method, we
used the concordance index (CI), which evaluates the cor-
rectness of the ordering relationship of the DTA predictions,
and the root-mean-squared error (RMSE), which evaluates the
overall accuracy of the DTA predictions.

CI is calculated by the following equation,

2yisy; MW = U5)

CI Zyi>yj 1 1)
1 (x>0)

h(z) =405 (z=0) 2)
0 (z<0)

where y;, y; are the true values of the affinities, and y;, y; are
the predicted values of the affinities.

The RMSE is one of the most common metrics that mea-
sures the difference between the predicted and true values, and
is calculated by the following equation,

3)

where n is the number of samples used in the evaluation.

III. RESULTS AND DISCUSSION
A. Prediction accuracy on In-AD and Out-AD

Table II lists the performances of DTA predictions with and
without AD on three datasets, namely, Davis [15], Metz [16],
and KIBA [17]. In kNN, the parameter k£ was set to five. This
is because the RMSE of the samples of out-AD gets worse
for smaller values of k. We will discuss parameter & in a later
section III-E.

In all datasets, k-NN determined AD more accurately than
OCSVM. The larger the parameter v (AD is narrower) is, the
better the RMSE values are. The RMSE for the data of out-
AD was worse than the baseline, suggesting that samples that
were difficult to predict were determined to be out-AD. We
showed that indicating whether or not a sample will enter AD
can provide a more reliable prediction. the CI of baseline and
in-AD is similar.

B. Distribution of samples of In-AD and Out-AD

The scatter plots for the samples classified as in-AD and
out-AD when v = 0.02 that obtained the worse RMSE value
in Out-AD are shown in Fig. 2. In these scatter plots, the
horizontal axis is the predicted value, and the vertical axis is
the true value.

Although the Out-AD data should not be able to make
valid predictions and the prediction error should be larger,
all the scatter plots of the Out-AD data for all the datasets
yielded good correlations. This can be attributed to the high
accuracy of SimBoost and the high-data density of each
dataset. Conversely, the scatter plots on Out-AD have few
outliers and yield worse correlations. Based on these, we can
conclude that AD improves the reliability of the prediction
performance.

C. Ratio of Out-AD of test sample for v

The v is the ratio of the training sample that is outside
of AD. We examined how the parameter v classified the test
samples. Table III shows the ratio of the samples discriminated
as Out-AD in the test sample when each v (ratio of Out-AD
samples in the training samples) is given. The results showed
that v and the ratio of the test sample classified as Out-AD
were almost identical. This implies that the samples of the
training and test data exhibit similar distributions. In practical
use, it is rare that the distribution of the training sample is
similar to that of the samples whose affinity we want to know.
Therefore, the training data used to determine v will need to
be chosen carefully depending on the target to be applied.

D. Performances at various v values

As shown in Table IV, the RMSE of In-AD by the k-
NN method tends to decrease when v is increased. For
consideration, we examined the case of various v by the k-NN
method (k = 5) on the Davis dataset.

The k-NN method can determine the AD that improves the
RMSE for any v. Not only the RMSE but also the CI tended
to improve slightly. Given that a large v indicates a narrower
AD region, it is suggested that the narrower the AD is based
on the data density, the more reliable is the prediction of the
samples in the AD. Within large ADs where v = 0.10, the
number of samples classified to be outside the AD is small.
The prediction accuracy of these few out-AD samples is quite
poor. Conversely, within the comparatively small AD where
v = 0.90, the prediction accuracy of the samples within the
AD is good. Therefore, according to the situation wherein the
prediction is to be applied, it is required to set the parameter
v to obtain the desired AD based on considerations whether
a loose AD or a strict AD is desired.

E. Performances at various k values

Table V shows the values of RMSE for various values of
k in the Davis dataset for In-AD and Out-AD, respectively.
From Table V(a), we can say that the value of k£ has a minor
effect on the reliability of the samples in AD between k =
1 and 5. Conversely, Table V(b) shows that the RMSE of
the samples outside the AD becomes worse as the value of
k becomes smaller, thus suggesting that the application area
becomes narrower as the value of k£ becomes larger. However,
the RMSE of In-AD is not improved even when £ is increased
to 10 or 100, thus suggesting that £ = 1 to 5 is appropriate. For
the k-NN-based AD constructed in this study, we recommend
that the parameter k is set to five and v is adjusted by the users
according to the actual data and situation of their application.

F. Comparison with related work - SimBoostQuant

The SimBoostQuant model is a method used to set the
AD based on the use of quantile regression. This model was
proposed together with SimBoost in [10]. SimBoostQuant is
effective owing to the high density of the three studied datasets
(Davis, Metz, and KIBA). The quantile regression method
is not effective when the datasets are sparse because the



TABLE II: Prediction performances for all tested datasets. “Baseline” is the prediction accuracy when the prediction model
learned by SimBoost is directly applied to the entire test dataset without AD. Boldface denotes the minimum RMSE value for
In-AD in each dataset, and italics denote the worst RMSE value for Out-AD in each dataset.

Davis dataset Metz dataset KIBA dataset
Method v In-AD Out-AD In-AD Out-AD In-AD Out-AD
CI RMSE CI RMSE CI RMSE CI RMSE CI RMSE CI RMSE
Baseline - 0.901 0.488 - - 0.849 0.413 - - 0.835 0.452 - -
0.02 | 0.901 0.482 0.873 0.742 0.849 0.408 0.834 0.636 0.835 0.437 0.791 0.944
0.04 | 0.899 0.476 0.873 0.705 0.848 0.405 0.846 0.577 0.836 0.429 0.801 0.841
k-NN 0.06 | 0.898 0.476 0.879 0.664 0.847 0.402 0.850 0.560 0.836 0.422 0.810 0.796
0.08 | 0.899 0.470 0.878 0.653 0.846 0.399 0.857 0.549 0.836 0.417 0.814 0.749
0.10 | 0.900 0.468 0.879 0.633 0.846 0.397 0.855 0.542 0.834 0.411 0.821 0.731
0.02 | 0.901 0.487 0.903 0.506 0.850 0.411 0.806 0.523 0.834 0.450 0.826 0.560
0.04 | 0.902 0.487 0.894 0.511 0.850 0.410 0.825 0.492 0.834 0.447 0.845 0.567
OCSVM | 0.06 | 0.902 0.488 0.895 0.484 0.851 0.410 0.827 0.464 0.834 0.446 0.839 0.544
0.08 | 0.901 0.487 0.907 0.495 0.851 0.410 0.827 0.452 0.834 0.445 0.842 0.531
0.10 | 0.901 0.486 0.906 0.501 0.852 0.410 0.828 0.446 0.833 0.445 0.843 0.513
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12.5 20.0
10.0 10.0 15.0
(0] (0] 7.5 [J)
£ 75 I 210.0
5.0
5.0 5.0
2.5 0
25 50 7.5 10.0 12.5 15.0 0.0 25 50 7.5 10.0 125 '%_o 50 10.0 15.0 20.0
prediction prediction prediction
(d) Davis Out-AD (e) Metz Out-AD (f) KIBA Out-AD
12.5 20.0
10.0 10.0 15.0
(0] (0] 7.5 Q
275 Z 2 10.0
5.0
5.0 5.0
2.5 0
25 50 7.5 10.0 12.5 15.0 0.0 25 50 7.5 10.0 125 '%_o 5.0 10.0 15.0 20.0
prediction prediction prediction

Fig. 2: Scatter plots of three studied datasets (v = 0.02)

TABLE III: Ratio of test samples that were determined to be
outside of the AD for each v.

v Davis KIBA  Metz
0.02 | 0.018 0.019 0.020
0.04 | 0.043 0.039 0.040
0.06 | 0.055 0.058 0.060
0.08 | 0.082 0.079 0.080
0.10 | 0.104 0.098 0.098

prediction intervals in the regions with low-data density are not
reliable. Conversely, as pointed out in the literature [10], the
SimBoostQuant model does not provide accurate predictions
compared with the original SimBoost because the prediction

interval is an output, and the prediction accuracy is calculated
by the median of the confidence interval. The proposed method
is superior as it uses the training data and the model to
provide confidence in its capacity to predict results of the test
data while using the SimBoost model. However, as shown in
Table II, there is no major difference between the prediction
accuracy of the entire test data and the data classified as In-
AD. However, it should be noted that the situation in the
benchmark dataset is somewhat far from reality. It is difficult
to maintain a high-data density in actual data in the drug
discovery field, and a method that works effectively in low-
data density conditions is required. In this sense, the proposed



TABLE IV: Prediction performances for various v values
according to the Davis dataset. “Baseline” is the prediction
accuracy when the prediction model learned by SimBoost is
directly applied to the entire test dataset without the AD. Bold-
face denotes the minimum root-mean-square error (RMSE)
value for In-AD, and italics denotes the worst RMSE value
for Out-AD.

method v In-AD Out-AD
CI RMSE CI RMSE
Baseline - 0.901 0.488 - -
0.1 | 0.900 0.468 0.879 0.633
0.2 | 0.903 0.459 | 0.879 0.591
0.3 | 0.903 0.450 | 0.885 0.566
0.4 | 0.905 0.438 0.888 0.555
k-NN 0.5 | 0906 0433 0.891 0.536
0.6 | 0906 0404 | 0894 0.533
0.7 | 0.907 0.386 | 0.896 0.524
0.8 | 0910 0.376 | 0.897 0.512
0.9 | 0916 0.324 | 0.897 0.502

TABLE V: RMSE of the Davis dataset for various values of k.
Boldface denotes the minimum RMSE value for In-AD, and
italics denote the worst RMSE value for Out-AD.

(a) In-AD (baseline RMSE = 0.488)
0.01 0.02 0.03 0.04

k\v 0.05 0.10
1 0.482 | 0478 | 0477 | 0477 | 0.475 || 0.469
2 0.484 | 0478 | 0477 | 0476 | 0.476 || 0.468
3 0.484 | 0.479 | 0477 | 0476 | 0.476 || 0.469
4 0.485 | 0.480 | 0.477 | 0475 | 0475 || 0.468
5 0.485 | 0481 | 0476 | 0476 | 0.476 || 0.468
10 0.485 | 0.482 | 0479 | 0477 | 0477 || 0.470

100 | 0.487 | 0.487 | 0.485 | 0.483 | 0.483 || 0.472
(b) Out-AD (baseline RMSE = 0.488)

k\v | 0.01 0.02 0.03 0.04 0.05 0.10
1 0.901 | 0.831 | 0.752 | 0.708 | 0.687 || 0.631
2 0.806 | 0.831 | 0.760 | 0.712 | 0.672 || 0.641
3 0.758 | 0.807 | 0.756 | 0.695 | 0.670 || 0.634
4 0.733 | 0.790 | 0.760 | 0.709 | 0.687 || 0.640
5 0.741 | 0.746 | 0.773 | 0.718 | 0.675 || 0.640
10 0.695 | 0.726 | 0.708 | 0.706 | 0.664 || 0.624

100 | 0.607 | 0.544 | 0.560 | 0.546 | 0.565 || 0.614

method has merits.

IV. CONCLUSIONS

In this study, we proposed a prediction method with the use
of AD to improve the accuracy and reliability of drug—target
affinity prediction. k-NN and OCSVM were used to construct
AD based on data density, and the prediction accuracy was
tested on three datasets. We have shown that AD constructed
by k-NN can classify samples that were difficult to predict as
out-AD.

The three datasets have high densities. If the drug and target
spaces covered by the training data become more extensive
and sparse, it is unknown how this will affect AD. When
using a mixture of several datasets or a database such as
BindingDB [21], the compound and target spaces constructed
by the training data will be extensive and sparse. In this case,
the AD of the data density may work more effectively.

The application to DTA prediction methods other than
SimBoost is also important. The concept of AD can also be

applied to deep learning, which learns feature representations
of samples. Recent methods for DTA prediction have used
deep learning [11], [22]-[26], and we would also like to verify
AD in the future.

In addition, we may use approaches from other AD con-
structions, for example, a method [27] that combines ensemble
learning and data density. The combination of ensemble learn-
ing and data density is effective because ensemble learning
works well in regions with a high-training data density [14].
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